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    Abstract
Minimizing the influence of rater errors is a persistent and considerable challenge for educators in the medical and health professions. This article presents a list of 45 common rater errors that assessors and evaluators should be cognizant of while rating performance assessments. Readers are encouraged to examine each rater error type, reflect on the extent to which s/he has previously committed each error, and identify strategies for mitigating and preventing errors in future performance assessment scenarios.
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    In the medical and health professions, raters are commonly used in both real practice and simulated settings to directly observe and evaluate an individual while performing/demonstrating a variety of skills, tasks, procedures, and/or behaviors. Using rubrics, checklists, and other instruments, raters provide scores that may be used for formative (e.g., teaching), summative (e.g., determining competency), or other (e.g., documenting clinical skills for accreditation) purposes. Score results often carry moderate to high stakes for examinees; thus, it is imperative that the scores/ratings are valid indicators of performance.


    However, obtaining valid scores through performance assessments is typically much more challenging than more objective types of assessments, such as multiple choice examinations. Unlike multiple choice examinations that involve three primary sources of measurement error (instrumentation, examinees, and conditions of administration),[bookmark: ft1][1] performance assessments are much more complex. More specifically, the inclusion of human raters introduces an inescapable element of subjectivity that poses an additional and significant threat to score validity. Suffice it to say, there is a minimum of four potential sources of measurement error in performance assessment scenarios: instrument, examinees, conditions of administration, and raters. Although numerous strategies are available to minimize sources of error, research has long noted that reducing rater errors is the most difficult.[bookmark: ft2][2]


    The purpose of this brief article is threefold. First, the author intends to bring attention to the critical issue of rater errors in performance assessments. Second, the author intends to identify and describe 45 types of rater errors that were been identified from a multidisciplinary review of the literature.[bookmark: ft1][1],[bookmark: ft3][3],[bookmark: ft4][4] Third, it is the author's hope that this list will help raters not only become more aware of potential cognitive biases that might affect examinees' scores and distort score validity but also become better equipped to mitigate and prevent many of these errors in future performance assessments [Table - 1].
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        	Table 1: List and description of 45 common rater errors
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    Discussion and Recommendations


    The list presented in [Table - 1] provides a sobering perspective on the challenges raters face when assigning ratings in performance assessment scenarios. Fortunately, there are some tips that can help reduce many rater errors.


    First, any individual that is tasked with rating performances should have received prior training on the topic of rater inconsistencies and undergone a series of rater calibration exercises (also known as “norming”) with other raters. The purpose of these exercises is to standardize raters in such a way that no examinee will be unduly advantaged or disadvantaged as a result of being evaluated by a given rater. Persons unfamiliar with the rater calibration/norming process should consult works by Allen[bookmark: ft5][5] and Maki[bookmark: ft6][6] for a thorough overview. If raters have never engaged in this activity, they should immediately consult an expert in educational assessment who can help provide the requisite training and/or provide guidance on how to set up a robust rater training program.


    Second, it is important to identify the type and quantity of errors that raters have committed in the past. As George Santayana famously stated, “Those who cannot remember the past are condemned to repeat it.” Therefore, raters are encouraged to review each type of error, and mark each error that she/he committed in the past. The rater should thoughtfully consider why each flagged error occurred previously and what she/he can do to avoid committing this error again in the future. Simply becoming aware of one's tendency to commit a particular error often is enough to avoid committing that same error again. Of course, some types of errors may pose a more persistent challenge.


    Third, raters are encouraged to discuss errors with other individuals who also provide ratings of the same examinees. It is critical raters understand that mitigating rater errors require a combination of planning, teamwork, ongoing communication, and evaluation. Thus, raters should frequently converse with fellow raters not only to re-calibrate but also to discuss any issues such as new information or other changes that might affect one's ratings in some way. These conversations typically are particularly effective for mitigating some of the most common rater errors, such as “drift” and “fatigue,” and may help mitigate or prevent many other types of errors.


    Finally, those responsible for analyzing data should become familiar with various techniques for scoring performance assessment data. Perhaps, the most common approaches to data analysis include calculating traditional summary statistics and inter-rater reliability estimates as a validity check. Although these techniques are fundamental to understanding the data, they leave much to be desired methodologically. More recently, specialized techniques such as generalizability theory[bookmark: ft7][7],[bookmark: ft8][8] and Many-Faceted Rasch Measurement (MFRM) modeling[bookmark: ft9][9],[bookmark: ft10][10] have become commonplace in high-stakes settings. Although detailed discussion of these techniques is beyond the scope of this article, readers are encouraged to learn more about these techniques as they may be useful for identifying and differentiating various sources of error, and in the case of the MFRM, producing linear measures that account for differences among facets (e.g., task difficulty and rater leniency/stringency) before calculating an examinee's score.


    Conclusion


    Minimizing the influence of rater errors is a persistent and considerable challenge for educators in the medical and health professions. Readers also are encouraged to remain cognizant of rater errors and do their best to ensure minimal error emanating from subjective elements manifest in examinees' scores. To help accomplish this goal, a list of rater errors believed to be the most comprehensive ever assembled was presented. Readers are encouraged to examine each rater error type, reflect on the extent to which she/he has previously committed each error, and identify strategies for mitigating and preventing errors in future performance assessment scenarios.
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  Table 1: List and description of 45 common rater errors
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Types of errors

Rater behavior

Assimilation
effect

Carryover effect
Central tendency
Changing times

Cheerleader effect

Clashing
standards

Clashing values
Contrast effect
Cowardice
Different-from-me.
effect

Distraction

Drift

Explicit bias

Extremism

Fatigue
Favoritism

First impression
Frustration
Implicit bias
Impressiveness
Halo effect
Hom effect
Hurriedness

Gestalt
‘phenomenon

Guilt by
association
Insecusity
Length

Leniency

Personality clash

Primacy

Rater competence

Recency
Repetition factor

Retaliation
Scale
interpretation

Score range
restriction

Self-scoring
Similar-to-me

effect

Single deficiency
focus

Skimming

Sudden death

Sympathy score

Severity
Timeline

Trait

Intentionally providing ratings that likely will be
similar to other raters in an effort to avoid appearing
“extreme”

Allowing the performance of a prior individual to
affect (cither positively or negatively) one’s rating
Avoiding extreme scores and rating most individuals
as average

Providing ratings that are influenced by generational
differences

Providing higher scores, regardless of performance,
to support those individuals being assessed or
evaluated

Providing lower scores because the standards
addressed by the instrument differ from the personal
standards of the sater

Providing lower scores because the values expressed
are inconsistent with those of the rater

Providing ratings that intend fo compare individuals
sather than rate performance relative fo a standard.
Providing a higher score due to fear of being
challenged or retaliated against

Assigning lower scores to individuals who possess
different qualities o attributes to that of the ater
Providing a rating for an observation that occured
when the rater was distracted for some reason
Providing ratings that become increasingly
inconsistent with one’s previous rafings

Providing ratings (both favorable and unfavorable)
based on a conscious bias

The tendency fo exclusively assign ratings at the
extreme ends of the rating scale (middle category
avoidance)

Providing a questionable rating as a result of feeling
tired

Providing higher scores because an individual is
well-liked by the rater and/or his/her colleagues
Providing a judgment that is based solely on an initial
impression

Allowing one’s feclings of frustration/anger fo affect
one’s ratings.

Providing ratings (both favorable and unfavorable)
based on an subconseious bias

The tendency for a rater to experience feclings of
admiration or awe that clouds his/her judgment
Providing a higher score as a result of giving an
individual the benefit of a doubt

Providing a lower score as a result of allowing one
trait to overshadow others

Providing ratings that are influenced by one’s desire
to quickly complete the task

Providing a score that is based on an overall
impression (rater is unable to differentiate various
aspects of performance)

Providing a lower score to an individual because of
his/her association with someone else

Providing a higher score due o fear of being unable
to defend a lower score

Consistently providing a better score for longer or
shorter performances

Providing ratings that more favorably represent an
individual’s actual performance

Lowering a score because the rater has a fundamental
incompatibility in personality with the individual
being assess

Focusing only on the earliest abservation (5) and.
ignoring more recent observations

Failing to select “N/A,” “Not observed,” “Unable

to judge,” etc.. when such a response would be
appropriate

Focusing only on the most recent observation and
ignoring all previous observations

Altering a score due to having seen the same or
similar performance mulfiple times

Providing a lower score as an act of revenge
Mistakenly perceiving a rating to mean something
different than it intends

Failing to differentiate individuals on the

behaviors (or latent fraif) being measured

Making a judgment that reads too much info a
performance

Awasding better ratings to individuals who share
similar qualifies or attributes to that of the rater
Providing a lower score as a sesult of overly focusing
on asingle deficiency

Failing to fully consider an entire performance

by instead focusing only on limited portions of a
performance

Providing a lower score because some aspect of a
performance invokes a negative rater response
Providing a higher score based on sympathy for the
individual being assessed

Providing ratings that are unduly harsh or critical
The tendency to provide ratings that exceed the
bounds of a specified fimeline

Attributing too weight to one of several important
aspects (e.g., communication and appearance) of
performance

N/A: Not available. The list of rater errors presented in Table 1
was primarily informed by three primary works'**#l and a thorough
multidisciplinary review of literature conducted by the author
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